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Abstract

Low bit rate coding systems for the transmission of high
quality aerial surveillance videos captured from UAVs are
of high interest. One way to achieve high quality low bit rate
video is to assume a planar surface of the earth, which is
valid for sequences captured at high flight altitudes. Those
systems only transmit the area of the current frame not con-
tained in the previous frames (New Area) and reconstruct
the already known areas by means of Global Motion Com-
pensation (GMC) at decoder side. Although the bit rate can
be reduced significantly compared to standardized video
coders, no reconstruction of stereo video is possible at the
decoder since each image pixel is transmitted only once and
thus no motion parallax of objects can be observed in the re-
constructed video. In this paper we present a coding system
for stereo video reconstruction at very low bit rates. On-
board the UAV we employ the camera path estimated from
the image data to create a second view of a virtual cam-
era. We derive convenient baseline distances and demon-
strate the resulting perceptively good stereo impression for
different test sequences. Similar to the coding concept intro-
duced above we transmit a second New Area 2 in addition
to the New Area already introduced. By doubling the bit
rate to about 2 Mbiys for a reasonable video quality of more
than 38 dB, still saving more than 85 % BD-rate compared
to common HEVC coding, we are able to reconstruct a full
HDTV (30 fps) stereo video at the decoder.

1. Introduction

In aerial surveillance, two constraints are of critical im-
portance. On the one hand, the video bit rate has to be sig-
nificantly reduced, taking into account the uncompressed bit
rate of an 8 bit Pulse Code Modulation (PCM) encoded color
video sequence with full High Definition Television (HDTV)
resolution (1920 x 1080) of 622 Mbiys, On the other hand,
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Figure 1. New Area Detection

it is desirable to provide the best possible image quality
as well as additional video evaluation methods (e.g. mov-
ing object detection) and visualization (e.g. stereo video,
panorama images) [4, 6]. Especially stereo video, often also
referred to as “3D” video in cinema and television, can pro-
vide additional information in several application scenarios
like different height levels in disaster area monitoring.

1.1. Related Work

Modern hybrid video coders like High Efficiency Video
Coding (HEVC) [11] are able to compress the huge amount
of video data to bit rates of about 5—12.5 Mbifs (HEVC), re-
spectively, at a reasonable image quality [15, 18]. But
for small mobile platforms like Unmanned Aerial Vehicles
(UAV), e.g. Micro Air Vehicles (MAV), with a very limited
channel capacity of only a few Mbiys, the bit rate has to be
further reduced. One common solution is Region of Interest
(ROT) based video coding. Most ROI coding systems provide
the best possible image quality only for predefined regions
in an image and degrade the image quality of non-ROI areas
in favor of a reduced bit rate. For instance, non-ROI areas
of a frame could be blurred or coarsely quantized either in a
preprocessing step prior to actual video encoding or within
the video encoder itself [3, 5, 13]. In [14], a video coding
system retaining subjectively high image quality over the
entire image was presented. This system achieves very low
bit rates of 0.8—2.5 Mbits for the transmission of full HDTV
resolution aerial video sequences. However, these low bit
rates are achieved at the cost of a lack of motion parallax
for elevated objects. Basically only new emerging areas
are transmitted for each frame (Figure 1, blue New Area)



whereas the remaining frame is reconstructed by means of
global motion compensation at decoder side [16]. Com-
mon for the ROI coding techniques is that some important
information contained in the video is lost during coding,
e.g. parts of the image are only available in degraded qual-
ity at the decoder side or the changes in perspective — and
thereby the information of the depth of the scene — are lost.
This makes some further processing at the decoder impos-
sible, e.g. to reconstruct a stereo video out of one monocu-
lar video sequence, which is possible in the case that entire
images would have been encoded and transmitted in high
quality.

This paper proposes to extend the GMC approach by
transmitting additional areas out of the video sequence to
the decoder in order to provide a second view of the scene
while simultaneously holding the overall transmission rate
small compared to competing approaches not using spe-
cially adopted video data reduction techniques. As the
changes in perspective are preserved and the path of the
camera is known, a real stereo video can be created from
only one monocular video sequence recorded on-board the
UAV. As a side benefit we also get a stereo panorama
image for free without any additional computational cost
which might be useful for a general overview of the ob-
served landscape. Whereas the mosaicking process for
stereo panorama image and stereo video generation itself
is comparable to other monocular mosaic approaches like
[4, 14, 16], our proposed system is capable of considerably
reducing the bit rate and thus can transmit the video data
over small bandwidth transmission channels. Hence, our
system can provide a real-time view of the observed area
and does not depend on the return of the UAV and a sub-
sequent processing which might be highly interesting for
surveillance missions. Moreover, in such a system, moving
objects can be detected easily by a human observer due to a
displacement not matching the static scene geometry. Since
the flight path as well as the additional area needed for the
second view are processed on-board the UAV and estimated
from the video alone, no additional GPS/INS data is neces-
sary. The remaining paper is organized as follows: Sec-
tion 2 reviews the ROI coding system for aerial sequences
from [14] which was used as a basis. We introduce the
generation of the second view on-board the UAV in order
to provide an accurate stereo video at the decoder. In Sec-
tion 3 experimental results are presented and discussed for
real video sequences recorded from different flight altitudes
between 350 and 1500 m containing varying characteristics
in terms of ground details. Section 4 finally concludes the

paper.
2. ROI based Stereo Mosaic Coding System

We decided to use the reference coding system from
[14] as a basis and extend it for stereo capability because
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Figure 2. Block diagram of GME/GMC-based ROI coding system.
Gray: unmodified (GME/GMC, external controlled video encoder),
Blue: ROI New Area detector as in reference system, magenta: new
proposed ROI New Area 2 detector to allow for stereo video gener-
ation (based on [14]).

it is capable of retaining subjectively high quality over the
entire image while simultaneously providing very low bit
rates which is unique compared to other ROI coding sys-
tems. For a better understanding, we first shortly review
this coding system with a focus on the detection, coding and
transmission on encoder side (on-board the UAV) as well as
the reconstruction at the decoder side. If moving objects
should additionally considered, a thorough description of
a highly accurate moving object detector can be found in
[15]. The remaining section focuses on our extension for
the integration of stereo video. The final block diagram is
shown in Figure 2. It is worth noting that only the ROI-NA
detector (blue) belongs to the original system (Subsection
2.1), whereas the ROI-NA2 detector (magenta) is newly in-
troduced in order to allow for stereo mosaicking and stereo
(“3D”) video generation (Subsection 2.2).

2.1. ROI-based Coding System

The idea of data reduction with this system is to exploit
the special characteristic of the planar landscape which
is observed in aerial surveillance video. Assuming a pla-
nar landscape to be the main item in the scene, one frame
n—1 is projected into the consecutive frame n by em-
ploying a projective transform using 8 parameters o, =
(al_yn,azin,...,ag’,,)T. Hereby, the pixel coordinates from
the preceding frame P, | = (X,_1,y,—1)' are mapped to
the position 7, = (x,,y,) " of the current one. Using ho-
mogeneous coordinates, this can be expressed in matrix no-
tation:

ary axn  A3p

7))” = Hn 7;”7], with H}’l == A4n Aasp don . (1)

ajn Agn 1

To determine @, first, a global motion estimation is per-
formed. For this purpose Harris Corners [10] are used to
define a set of good-to-track feature points in the frame n.
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A Kanade-Lucas-Tomasi (KLT) [19] feature tracker is em-
ployed afterwards to relocate the feature positions in frame
n— 1 and thereby generate a sparse optical flow between the
frames. Outliers such as false tracks are removed and the
final mapping parameter set @, is determined by Random
Sample Consensus (RANSAC) [7]. This mapping parameter
set is used for the Global Motion Compensation (GMC) as
the first block in the block diagram of the coding system
(Figure 2) by employing Equation (1). The mapping pa-
rameter set d, is further employed to determine the New
Area (NA) in the current frame n by the ROI-NA Detector.
These determined ROI is passed to the Coding Block Gen-
eration block which basically assigns the pel-wise ROI to
corresponding blocks for video coding. Any square block
(e.g. a Coding Tree Unit in HEVC) containing at least one pel
New Area is encoded as usual whereas any non-ROI block is
forced to skip mode by an externally controlled modified
video encoder, e.g. a modified HEVC encoder. By this exter-
nal video coder control, the data rate is noticeable reduced
compared to a not externally controlled video encoder while
standard compliance of the bit stream is retained. The map-
ping parameter set @, has to be transmitted in the data
stream as well which could be realized by encapsulating
the 8 parameters per frame in Supplemental Enhancement
Information (SEI) messages.

To reconstruct the video from the transmitted New Areas,
postprocessing is necessary after decoding of the bit stream
to align ROIs from the current frame within the recon-
structed background from the previous frames [16]. This
ROI decoder is shown in Figure 3 (based on [14]). The New
Area as well as the homography parameters are hereby fed
into a Global Motion Compensation block and are mapped
into a panorama image in the Intelligent Memory for Mo-
saicking block. “Intelligent” basically means the memory
allocation scheme which allows streaming capability by dy-
namically allocating, releasing and realigning the amount of
kept image content. Based on the homography parameters,
video frames can be cut out from the mosaicked panorama
image and concatenated as a video sequence at positions
corresponding to the view which was originally recorded

Figure 4. Principle of stereo (“3D”) mosaic creation

on-board the UAvV. We like to emphasize that any frame from
the panorama image is generated just by New Area infor-
mation. Due to the operating principle of the system, each
point on the surface is only transmitted once, i.e. at the time
when it is part of the New Area. Therefore, the generation
of stereo views is not possible.

2.2. Stereo Mosaicking, Panorama Images Genera-
tion and Stereo Video Generation

To overcome the drawback of only having a single view
for every part of the recorded scene, we suggest to integrate
a stereo extension into the coding system.

Basically, for a real stereo representation, two views
from different angles are needed for each ground object.
Since no real second camera to generate the second view
is feasible in a setup with small and medium UAVs, only
one monocular video sequence is available. Thus, a sec-
ond camera view has to be generated artificially out of the
recorded video sequence by taking a second picture for the
same ground area while the UAV has moved further (Fig-
ure 4). Whereas in the reference system only New Area —
further referred to as New Area 1 (NA1) — is transmitted to
keep the coding data rate as low as possible, we suggest
to calculate and transmit an additional area for the second
view — we call it New Area 2 (NA 2) — within each frame.

The position of the New Area 2 is calculated from the
parallax that non-planar objects should achieve in the final
video. According to [17], the resulting motion parallax p of
overflown objects can be calculated from the displacement
of the camera ACy, the flight altitude C; and the height & of
the non-planar object as follows:

Ny  fh
——acx L 2
P Y5 (C.—h)C. @

wherein f is the focal length of the camera. % is a scaling
factor and describes the size s, of the camera sensor and
the amount of pixel N, it contains. We assume the x axis
as the direction of flight. Then AC, can be calculated from
the speed of the aircraft divided by the number of frames
recorded per second. It is applied to convert the unit of
measurement into pel. By measuring the displacement of
the camera as the displacement of the pixels of the ground



Figure 5. Two views from different time instances are necessary to
generate stereo panoramas which serve as a basis for stereo video.
The upper one is recorded, the lower one additionally needed.

plane Ax in pel between the frames, this can be simplified
to: h

RCED) ¥

Moreover, this representation makes the solution indepen-
dent of the speed of the aerial system, the camera lens or the
sensor characteristics. Solving it for Ax retrieves the cam-
era displacement in pel that has to be performed to achieve
a given parallax p, whereby negative values of p result in
objects sticking out of the screen.

As a simplification, and without loss of generality, we
assume a constant flight altitude, speed, and direction (x di-
rection) — i.e. a straight flight path of the UAV — as well as a
camera looking straight downwards (nadir view). Thus, we
get a constant displacement Ax of the pixels on the ground
plane, i.e. a constant translation in flight direction within
the recorded vertical aerial video sequence. Given these as-
sumptions, one object emerging in NA 1 will pass NA2 sev-
eral frames k later.

Experiments showed that a parallax of —40 < p <0 pel
gives a realistic impression of the height for aerial vertical
videos. This corresponds to the recommendation given in
[20]. Assuming a maximum object height of /=40m and a
flight altitude of C, =350m, Ax is approximated to 310 pel
in this case. This camera displacement Ax is kept constant
for height variations of the current flight path in order to
create a consistent depth perception.

The actual position of the New Area 2 is calculated by
concatenating k homographies between the frames until the
desired displacement Ax is reached. Given the homogra-
phies between k41 preceding frames, which are available
from the global motion estimation process, we calculate the
projection of the current frame n into frame n—k:

n
Hy= [] H . )
i=n—k

Similarly we compute the projection Hy_; of the cur-
rent frame n into frame n—k—1 for a running index i =
n—k—1,...,n. Given our constant baseline distance of k
frames, we can align a virtual (second) camera (Figure 4,
magenta) based on the flight parameters with the recorded
video sequence. As on decoder side this second view has to
be available, areas emerging in the view-field of the second
camera (New Area 2, Figure 1) have to be calculated and

transmitted additionally.

Table 1. Parallax and subjective optimal baseline distances.

Sequence 350m 500m 1000m 1500 m
max. parallax p 40 28 14 9
Frame offset k 10 15 20 30

Since the video encoding is block based, our calculation
of New Area 2 is based on the block raster of the current
frame whereas all corners of the block are checked, if they
belong to the current New Area 2. It is checked, if a corner
pixel projected from the current frame n to the correspond-
ing position (x,,y,) in frame n—k is within frame n—k, but
not in frame n— k—1. In other words, first, new areas be-
tween frames n—k and n— k— 1 are calculated (Figure 1,
criss-crossed areas in frame n—k) and second, areas lying
outside the current frame n are subtracted finally leading to
the New Area 2 as depicted in Figure 1 (magenta).

In order to generate two views for a stereo video se-
quence, we build two panorama images. Each of these is
created by corresponding new area only, i.e. one panorama
image is generated out of NA 1 only whereas the other one
(for the virtual camera) is stitched from NA2 only. There-
fore, the ROI decoder (Figure 3) is applied twice, one time
for NA1 and one time for NA2, resulting in two indepen-
dent panorama images (Figure 5). For the mosaicking it-
self, each corresponding new area is registered into a global
coordinate system [14]. A streaming capable mosaicking
implementation can be found in e.g. [16]. Since at encoder
side the NA2 was calculated based on the flight path of the
UAV, a constant baseline distance can be guaranteed for ev-
ery pixel. However, if the UAV turned or just rolled, no
corresponding NA 2 might be available for certain areas of
NA 1 with the correct baseline distance and consequently, no
stereo information will be available neither in the panorama
image generated by NA2 nor in the final stereo video se-
quence. These areas will appear without content in the sec-
ond view.

Each view for the stereo video is generated by concate-
nating frames cut out of the corresponding mosaic, based
on the flight path. In consequence the first view is gener-
ated from the first mosaic only whereas the second view is
derived from the second mosaic only. The entire first frame
of each view is inserted into the corresponding panorama
image. This means that for the first mosaic the first frame
of the recorded video sequence and for the second view the
k-th frame of the video sequence are fully encoded (equal
to “no ROI coding”).

As a side benefit, local moving objects not matching the
global motion of either of the views, will lead to an anomaly
in the stereo video sequence and thus are easily to detect for
a human observer.

3. Experiments

For the evaluation of our proposed approach we use
the TNT Aerial Video Testset (TAVT) containing four high
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Figure 7. Rate-Distortion (RD) plot of stereo ROI (“3D”) vs. mono ROI (“2D”) coding efficiency, also compared to common HEVC.
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(a) Anaglyph red-cyan

(b) Depth map

Figure 6. Reconstructed frame (magnification) from 350m Se-
quence: (a) anaglyph red-cyan: red/cyan mark distinct 3D struc-
tures (e.g. roofs) or indicate disparity “errors” at moving objects
(people right). For dark red areas (top-left), no 2" view was
present (Best viewed with red-cyan glasses.) (b) Depth map (gen-
erated after stereo ROI processing with algorithm of [22]).

resolution video sequences (full HDTV resolution, 30 fps),
each between 821 and 1571 frames long with different im-
age characteristics regarding ground resolution (43 peYm—
10pelm), noise and content (e.g. suburban houses, pitch,
parking cars) [12]. We used a modified x265 [21] HEVC
video encoder and compared the common “single-view”
coding with the bit rate of the proposed coding scheme.
As described in Subsection 2.2, a baseline according to the
distance of the human eyes leads to a negligible subjective
stereo perception due to the distance between the camera
and the ground. Thus, we tested different baseline distances
corresponding to a frame offset of k = 10...30 frames be-
tween both views. Subjective tests resulted in optimal base-
line distances depending on the flight speed and height of
the UAV according to Table 1. The processed video se-
quences are presented at [12].

To evaluate the objective quality of the reconstructed
videos (both views), we only considered luminance values
(Y component in YCbCr video format) within ROI areas (e.g.
similar to [8, 9, 15]), assuming errors in non-ROI areas, e.g.
introduced by the GMC due to parallax, to be irrelevant as
the background is reconstructed from the mosaics anyway.

Coding results are presented in a Rate-Distortion (RD)
diagram in Figure 7. Bjgntegaard deltas [1, 2] (BD-rate,
piecewise cubic interpolation, QP range: 10-38, 9 rate
points) are provided in Table 2. Negative BD-rates represent

Table 2. Bjgntegaard delta (BD-rate) [1, 2], negative BD-rates rep-

resent coding gains (Y-ROI-PSNR).

stereo ROI (proposed) stereo ROI (proposed)

vs. common HEVC vS. mono ROI

Sequence BD-rate (in %) BD-rate (in %)
350 m Seq. -84.08 120.40
500 m Seq. -84.52 102.48
1000 m Seq. -84.24 108.77
1500 m Seq. -88.39 12491
Mean -85.31 114.14

coding gains compared to common HEVC encoding (x265,
[21]), positive BD-rates represent additional bit rate con-
sumption by the transmission of the New Area 2. It is ob-
vious that the transmission of both stereo views consumes
more bit rate compared to the transmission of only one sin-
gle view (“mono”). Considering that New Area 2 is not
aligned with the coding block boundaries, it consumes 14 %
more bit rate on average than New Area 1. Thus, in total the
bit rate is increased by 114 % on average compared to the
single view case. However, compared to a common HEVC
encoder we can still achieve a bit rate saving of about 85 %,
corresponding to a total bit rate of 1-2Mbiys for a subjec-
tively good video quality of 38—41 dB. In contrast to other
ROI coding approaches, also a subjectively very high quality
is preserved over the entire image and thus over the entire
stereo video sequence. A decoded frame from the recon-
structed stereo video is shown in Figure 6 in anaglyph red-
cyan coloration. Cyan represents the first view whereas red
color indicates parallax of the second view. Dark red areas
indicate areas where no second view was recorded by the
UAV with the desired baseline distance.

Moving objects, which might be of high interest in an
aerial surveillance system, can be easily identified by a hu-
man observer as disparity “errors” in the stereoscopic video
(Figure 6(a)) as well as in a depth map (Figure 6(b)), gen-
erated out of the stereo video. By using the unmodified al-
gorithm of Zach et al. [22] for the generation of the depth
map, we demonstrate that our derived stereo views are suit-
able for subsequent computer vision tasks.



4. Conclusion

In this paper we propose a ROI based coding system for
UAVs for the generation of stereo (“3D”) aerial video se-
quences. By exploiting the planar characteristic of such
sequences, which holds true also for test sets recorded in
hilly terrain, only new emerging image content is transmit-
ted for each frame. Based on the flight path — which is esti-
mated from image data without external sensors like GPS/INS
—corresponding New Areas 2 are computed and additionally
transmitted as a second (virtual camera) view, serving as
another perspective from a different time instance for each
ground object. We demonstrate that our approach has no
negative impact on subsequent computer vision tasks like
depth map generation. A convenient baseline distance was
derived based on the maximally allowed parallax and ex-
perimentally validated. In order to enable stereo percep-
tion, the baseline distance was adjusted accordingly. As a
side-benefit two panorama images generated from different
views according to the baseline distance are created within
the decoding process and thus are available without addi-
tional computational cost. Compared to a similar single-
view (“mono”) video compression, an additional bit rate
of 114 % is consumed whereas the overall bit rate com-
pared to common HEVC encoding can still be reduced by
more than 85 %, leading to total bit rates of about 1-2 Mbits
for the transmission of full HDTV resolution (1920 x 1080,
30 Hz) stereo aerial video sequences at a reasonable subjec-
tive quality of 38—41 dB.
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