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Abstract—In recent years, there has been a tremendous im-
provement in video coding algorithms. This improvement resulted
in 2013 in the standardization of the first version of High Effi-
ciency Video Coding (HEVC) which now forms the state-of-the-
art with superior coding efficiency. Nevertheless, the development
of video coding algorithms did not stop as HEVC still has its
limitations. Especially for complex textures HEVC reveals one of
its limitations. As these textures are hard to predict, very high
bit rates are required to achieve a high quality. Texture synthesis
was proposed as solution for this limitation in previous works.
However, previous texture synthesis frameworks only prevailed
if the decomposition into synthesizable and non-synthesizable
regions was either known or very easy. In this paper, we
address this scenario with a texture synthesis framework based
on detail-aware image decomposition techniques. Our techniques
are based on a multiple-steps coarse-to-fine approach in which
an initial decomposition is refined with awareness for small
details. The efficiency of our approach is evaluated objectively
and subjectively: BD-rate gains of up to 28.81% over HEVC and
up to 12.75% over the closest related work were achieved. Our
subjective tests indicate an improved visual quality in addition
to the bit rate savings.

I. INTRODUCTION

In 2013, the joint effort of ITU-T VCEG and ISO/IEC
MPEG resulted in the latest video coding standard High
Efficiency Video Coding (HEVC) [, [2]] which is also known
as H.265 and MPEG-H Part 2. Compared to its predecessor
standard AVC/H.264, HEVC considerably increases the coding
efficiency: depending on the selected configuration, HEVC
achieves a 40-60% bit rate reduction while maintaining the
same visual quality [3], [4]. However, the superior coding
efficiency depends on the characteristics of the coded signal.
Since the prediction error accounts for a major part of the
overall bit rate, the predictability of the currently coded block
based on previously coded blocks is of crucial importance to
fully capitalize the benefits of the standard. This predictability
exists for low-complexity textures or for foreground objects
with distinct borders but not for high-complexity and irregular
textures. Neither intra nor inter coding are capable of properly
predicting these textures. The impact of this limitation of
HEVC is especially severe for high quality video in which
it is desired to retain the texture details. This application is of
particular interest for the broadcasting industry. On the other
hand, this is not a major problem for videos which are encoded
at low bit rates because the details of the texture are low
pass filtered by the coarse quantization of the prediction error.
Therefore, in this paper, we focus on high value content (e.g.

sport broadcasts) for which high quality is imperative to the
consumer. The described limitation of HEVC is of systematic
nature because it can be traced back to the premise that a high
pixel-wise fidelity of the reconstructed video is an indicator for
a high video quality. However, considering the properties of
the human visual system and that the viewer of the broadcast
never saw the original input video to the encoder, a high pixel-
wise fidelity is not imperative.

Multiple works (e.g. [6]], [7], [8]) show that texture synthesis
is an adequate tool to improve the coding efficiency of
complex textures compared to conventional coding methods.
Texture synthesis algorithms target a compelling subjective
quality of the reconstructed video instead of aiming at pixel-
wise fidelity. As shown by multiple authors, texture synthesis
methods achieve plausible reconstructions. However, most
works only show simple sequences which do not include
challenges like lighting changes and frequency changes of
textures which are to be expected for realistic sequences.
Ndjiki-Nya et al. [9] were the first to consider motion of
textures during the scene and defined a simple motion model.
However, they did not consider more complex camera motions
like tilting and zooming. Dumitras and Haskell [7] synthesized
very simple regions without noticeable lighting and frequency
changes in low resolution pictures. Reconstructing lighting
changes was addressed by several authors (e.g. [6] and [10]).
They use information from neighboring pixels which allows
for a plausible luma reconstruction at the edges but cannot
reconstruct lighting gradients reasonably well. Therefore, this
approach is not well suited for larger areas. In all prior works
a frequency change in a textured region is not considered
explicitly. In contrast to that, we reconstruct the texture,
motion, luma gradients, and frequency components by using
a small set of variables. Additionally, we tackle the essential
problem of all texture synthesis approaches of finding the op-
timal synthesizable region. We propose a sophisticated detail-
aware texture detection to avoid wrongly classified regions that
would lead to visually implausible reconstructions.

For conciseness, we briefly review the pipeline from [5] and
highlight the novelty over our previous work. The pipeline of
our approach is shown in Fig. [l We segment the encoded
video into synthesizable and non-synthesizable regions. Sub-
sequently, we use texture synthesis to reconstruct the synthe-
sizable regions. The remaining parts of the signal are encoded
conventionally. Thereby, the bit rate costs for the synthesizable
regions are drastically reduced and we achieve a high sub-
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